
  

Color Identification Uses 
the K-Means Clustering Method 

I Gede Made Karma 
Programmed of Engineering Science, Faculty of Engineering, 

Udayana University 
Politeknik Negeri Bali 

Bukit Jimbaran, Badung, Bali, Indonesia 
igmkarma@pnb.ac.id 

 

I Ketut Gede Darma Putra 
Information Technology, Faculty of Engineering 

Udayana University 
Bukit Jimbaran, Badung, Bali, Indonesia 

ikgdarmaputra@unud.ac.id 

Made Sudarma 
Electrical Engineering, Faculty of Engineering 

Udayana University 
Bukit Jimbaran, Badung, Bali, Indonesia 

msudarma@unud.ac.id 

Linawati 
Electrical Engineering, Faculty of Engineering 

Udayana University 
Bukit Jimbaran, Badung, Bali, Indonesia 

linawati@unud.ac.id  
Abstract – Theoretically  there are millions of colors that can 

be created and identified based on their values. The variety of 
colors and the number of color names that are available will 
certainly make it difficult to remember and recognize them. The 
possibility of wrong color identification is very common. Colors 
that look different are very likely to be identified by the same 
name. Likewise the opposite, by mentioning the same color 
name, actually it is very possible the color in question is 
different. This happens because of the limitations possessed by 
the eye, the human sense of sight. It takes effort to do color 
clustering so that it is easier to identify colors. Color clustering 
will be carried out using the K-Means Clustering method based 
on RGB color values with the number of clusters as many as 9, 
16 and 21. These clustering results are then used to determine 
the color identity based on the central value of each cluster. 
From 746 color data, this study produces color clusters that are 
not much different. Colors with different RGB values with 
slightly different sightings will be identified the same as the 
cluster center value where the color is incorporated. 
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I. INTRODUCTION 

Color turns out to play a very important role in everyday 
human life. For school-age children it turns out that color has 
a very significant role in the introduction of the roadway in 
the school environment [1]. Color can be very effective in 
learning, education, marketing, communication, or sports [2]. 
Color is also believed to be the most important visual 
experience for humans. It serves as a powerful information 
channel to the human cognitive system and has been found to 
play an important role in improving memory performance 
[3].  

Besides using form, color is also an important component 
in identifying and recognizing an object [4]. Based on the 
color of an object, an object can be distinguished from other 
objects. Through the color differences found in an object, the 
shape or features of an object can also be known [5, 6].  

Theoretically, there are millions of colors that can be 
created and identified through RGB (Red, Green, Blue), 
Hexadecimal, HSL (Hue, Saturation, Lightness), HWB (Hue, 
Whiteness, Blackness), HSI (Hue, Saturation, Intensity) or 
other values. This value is then used as a model to represent 
color information [7]. The problem then is that not all colors 

can be clearly distinguished by the human eye. Two colors 
that have different values are very likely to be identified. This 
happens because of the limitations possessed by the eye, the 
human sense of sight, in distinguishing colors [8]. The 
similarity in seeing two colors or more certainly will make it 
difficult to identify a color [9]. On the other hand, perceptions 
and limitations of color knowledge make it possible to cause 
errors in identifying colors. Colors that are clearly visible are 
different, but are identified with the same name [10].  

Various types of colors and the number of color names 
that exist, of course it will be difficult to be able to remember 
and recognize these colors. The possibility of wrong color 
identification is commonplace. Lighting changes can result in 
the same color being displayed in different brightness levels 
[11].  One way to solve this is to do color clustering through 
the process of clustering data. Unfortunately, in this data 
clustering there is no one perfect solution. Each algorithm 
tries to minimize certain mathematical criteria, which vary 
between existing algorithms [12, 13]. Data clustering 
problems often appear in various fields, such as data mining, 
knowledge discovery, data compression, vector quantization 
and so on [14]. The purpose of data clustering, also known as 
cluster analysis, is to find groups naturally from a set of 
patterns, points, or objects. Cluster analysis is a statistical 
classification technique to find out whether an individual 
population belongs to a different group by making 
quantitative comparisons of several characteristics [15].  
Clustering is used to search for efficient elements in a data 
set. Clustering is very effective in multi-dimensional data that 
may be difficult to manage in an effective way [16]. 

Clustering is the process of separating data sets into 
groups called clusters. The process uses an algorithm, which 
until now has not been good, let alone perfect and generally 
applicable. For multidimensional datasets, clusters are very 
likely to be in different subspaces. This of course will make 
it difficult to identify these clusters [17]. The alternative 
chosen later is to combine different techniques, parameters 
and initialization values. The goal is to get better results [18]. 
In many cases, manual interaction is always needed to make 
the choice of an effective cluster center [19]. 

There are two main problems in the application of 
clustering algorithms. The first relates to the alternative use 
of non-convex optimization methods to find cluster solutions. 



  

The second relates to the number of data clusters that must be 
known in advance, as the input parameters of the algorithm. 
As a result, often the number of clusters was guessed, which 
resulted in obtaining unsatisfactory results [20, 21]. The 
results obtained with these various clustering algorithms must 
be evaluated to determine the correctness of the results, 
especially in determining the appropriate number of clusters 
[22]. 

The k-means algorithm is a popular method for 
automatically classifying vector-based data. A set of data is 
divided into separate parts, which are then called clusters. 
Each cluster is identified through the cluster center, which is 
the average of the data included in the cluster. Cluster centers 
are also referred to as centroids, barycenters, or centers of 
mass [14, 23]. The existence of a sample can be quickly 
predicted based on its proximity to the existing cluster center. 
There is a cluster center, therefore the method is called K-
Means Clustering [24]. These are used in a variety of 
applications such as vector quantization, density estimation, 
characterization of workload behavior, image compression, 
topic identification, and many others [25]. 

Because the parameter settings and initial selection of 
different cluster centers, the data clustering algorithm can 
produce different clusters for a dataset. Clustering validity 
index (CVI) is a method that can be used to evaluate the 
results of a clustering algorithm. CVI can be directly used to 
determine the optimal number of proposed clusters [26]. 
Unfortunately this method has very complex calculations, 
very low time efficiency and very few available applications. 
To improve the quality of the K-Means algorithm, an 
alternative that can be done is to improve the method of 
determining the cluster center as the initial parameter, by not 
making random assignments [27]. 

II. RELATED WORKS 

Various algorithms have been developed in an attempt to 
group data. With its advantages and disadvantages, these 
algorithms are very helpful in identifying groups of data that 
have similar or similar pattern relationships. 

Partition-based Algorithms 

K-means algorithm [28, 29] and SOM (Self Organizing 
Map) [30] are two partition-based data clustering algorithms, 
which are very popular and widely used. Although widely 
used, this algorithm turns out to have several weaknesses. 
The first weakness is that it requires the user to provide the 
number of clusters as parameters. Another disadvantage is 
that this algorithm forces each data to be part of a cluster, 
which makes partition-based approaches sensitive to outliers 
[31, 32]. 

There are several weaknesses of this partition-based data 
clustering algorithm, inviting the interest of researchers to 
develop. The focus of the discussion was the issue of outliers 
and the number of clusters. One of the developments carried 
out was the application of the "corrupted clique graph" idea 
and the CAST (Cluster Affinity Search Technique) algorithm 
based on existing data models [33]. For cluster identification 
two steps of the Adapt procedure are introduced, namely by 
estimating the cluster center and continuing with estimating 
the radius of the cluster [32]. Unfortunately the clustering 
results remain very sensitive to different parameter settings 
and assumptions about cluster structure do not always apply. 

CAST is not very effective for embedded clusters, whereas 
Adapt to clusters intersect [34]. 

Hierarchical Clustering 

The hierarchical clustering algorithm does not produce a 
set of clusters that are released, but a clustered cluster that can 
be described as a tree called a dendrogram. Based on the 
hierarchical decomposition method, clustering algorithms 
can be further divided into algorithms with a bottom-up 
approach [35, 36] and algorithms with a top-down approach 
[37]. 

This method also has several weaknesses. The first 
weakness is the difficulty in cutting dendrogram to determine 
the cluster. Second, it is difficult for the structure in the 
cluster to know objects that are medoid or outside of the 
cluster. And lastly, hierarchical methods are considered less 
reliable and less unique, and are very sensitive to input 
sequences and slight data disturbances [38]. 

Color Clustering vs Image Segmentation 

Color clustering is the initial process in image 
segmentation or object identification. Various techniques are 
developed to obtain the results that are expected. Image 
segmentation is a crucial problem in image processing and 
computer vision. The majority of segmentation algorithms 
are only associated with gray-scale images. Some use color 
images with RGB value representation. Although it is 
convenient for display devices, this is considered 
inappropriate with the vision of eye psychology associated 
with a strong correlation between the three components. 
Because color representation with HSI values is considered 
more compatible with the vision of human psychology and 
the three components are relatively independent, the 
algorithm is applied by applying the HSI color space [39]. 

Several new techniques have been proposed for color 
clustering. One technique that is considered to show good 
performance is to use an average shift analysis to estimate 
cluster centers. This technique uses spheres of a 
predetermined size to find the center of the color cluster in 
the color space [40]. Another technique is to approach 
partition graphics. Color pixels are used as graphic nodes. 
The graphic end contains a pair of vertices with the same 
weight and spatial distance weights [41]. Charts are sorted by 
optimizing the separation criteria based on the calculation of 
eigenvalues [42]. 

In the face detection algorithm, information about color 
and color clustering related to skin color was able to provide 
better results [43]. The implementation is by clustering colors 
in certain areas into a number of color references. 
Furthermore, a feature description consisting of color 
representation and percentage in the region is given. Each 
will have a measure of similarity and distance [44]. 
 

III. METHODOLOGY 
Identifying the colors of an object will be done using 

clustering techniques, which is by clustering a number of 
colors into a certain number of clusters. Colors are then 
identified based on the cluster identity where the color is 
incorporated. Color clustering into a number of clusters will 
use the K-Means Clustering algorithm, an algorithm that is 
very popular for data clustering. Cluster determination is 
done by repeated calculations [45].  



  

The reason for choosing the K-Means Clustering 
algorithm to do color clustering compared to other methods 
is to consider the purpose of this color clustering. The 
purpose of this color clustering is to collect a number of 
similar colors into the same cluster. Color similarity will be 
seen from the proximity of the color to the center of the 
cluster. Color clusters will be identified based on the cluster 
center. The number of clusters can be determined in advance. 
In this study the number of clusters will be determined as 9, 
16 and 21. The choice of the number of clusters is based 
solely on the number of rainbow colors plus white and black 
(7 + 2) and many commonly known colors (16 and 21). With 
this clustering, the colors will be more easily identified by the 
number of commonly known variations. 

The K-Means algorithm stage begins by determining the 
number of groups / clusters (k values) that will be formed 
from the existing color data sets, namely 9, 16 and 16. For 
each cluster, the center value is then determined, which can 
be determined randomly. Referring to the existing cluster 
center value, color data is then grouped into one cluster 
center. Determination of the center of the cluster is done by 
considering the closest distance of the color data with the 
existing cluster center. After all color data is grouped, then 
the calculation of the new cluster center is based on the color 
data in the group. The value of the new cluster center is then 
used as a reference to reclassify color data. This step is 
repeated until finally the cluster center value is not changed 
again [46-49]. Repetition will be limited to a maximum of 
100 times. 

This color data clustering result is then used as a reference 
to determine the color of the color data that is owned by an 
object. Color is determined based on the center of the cluster 
where the color data is incorporated. 

IV. EXPERIMENT RESULT 
This study uses a list of colors available on the site 

https://www.colorhexa.com/color-names. There are 746 
types of colors with the names and RGB values of each. This 
whole color data is then processed by using the K-Means 
Clustering method based on the RGB value of the color. The 
results of the clustering process are carried out by the number 
of clusters 9, 16 and 21 and the iteration process is a 
maximum of 100 times, as shown in Table I. 

This clustering results are then used to identify the color 
of the sample. In this study 27 samples of color were used, 
with RGB values being a combination of values 0, 128 and 
255. Each color sample was then calculated the distance to 
the center value of each cluster from the previous clustering 
process. Distance calculation is done using the Euclidean 
Distance formula [50, 51] as formula (1). 

𝐷(𝑎, 𝑏) =  ∑ (𝑏 −  𝑎 )  (1)  
 
 

 

 

TABLE I. RESULTS OF THE CLUSTERING PROCESS 

  



  

TABLE II. COLOR IDENTIFICATION RESULTS BASED ON COLOR CLUSTERS 

  

Based on the closest distance value, each sample color is 
then set on the cluster where the color of the sample is 
incorporated. The results are presented in Table II. In plain 
view, there is clearly a difference between the color of the 
sample and the color of the center of the cluster. Interestingly, 
even though it looks different, there are similarities between 
them. So it will be very possible these colors will be identified 
with the same name. 

To find out how far the color of the sample is from the 
center of the cluster, Delta E is also calculated between the 
color of the sample and the color of the cluster center. Delta 
E (∆E) is a metric for understanding how the human eye feels 
different colors [52]. The calculation is done by using the 
RGB color value with the following formula (2) [8]: 

𝐴𝐸 =  3(∆𝑅) + 4(∆𝐺) +  2(∆𝐵)   (2) 
 

Delta E is a standard calculation metric that connects 
human visual assessment of the differences between two 
colors. This standard quantifies the differences in the two 
colors and is used to calculate deviations from standard color 
benchmarks. In general, the lower the Delta E number, the 
closer the two colors look [53]. The results of the calculation 
of ∆E between the colors of the sample and each cluster 
center are presented in Table II. 

The calculation results of ∆E in Table II show that even 
though the color of the sample and the center of the cluster 
appear to be quite similar, it has a relatively large ∆E value. 
On the number 9 cluster, the range of ∆E is 102.34 - 360.93, 
with a difference of 258.59. On the number of clusters of 16 
pieces, the range is between 19.21 - 525.78, with a difference 
of 506.57. At 21 clusters, the range is from 38.39 - 191.34, 
with a difference of 152.94. While the mean ∆E for each was 
174.11, 158.18 and 114.37. Based on the difference in range 
and mean ∆E, clustering with cluster number 21 is relatively 



  

better than the number of clusters 9 and 16. Although in the 
number of clusters 16 there are those who give ∆E which is 
relatively small compared to others, which is 19.21, but the 
range is very large, namely 506.57. 

Based on the distance and gap values of each cluster 
number as presented in Table I, indicates the same results. 
The distance and gap values of the number of clusters 9, 16 
and 21 are (45188.526, 0.353), (35545.298, 0.209) and 
(31370.964, 0.153), respectively. The number of cluster 21 
turned out to have the smallest distance and gap value. This 
means that the clustering results are better compared to the 
number of clusters 9 and 16. 

V. CONCLUSION AND FUTURE WORK 

Color clustering is relatively good enough to eliminate the 
number and variety of colors, especially if it is related to 
human ability in differentiating and identifying so many 
different colors. Clustering with number 21 clusters gives 
relatively better results compared to the number of clusters 9 
and 16. There are indications that the more clusters will give 
better results. 

Color clustering automatically limits the color range as 
much as the cluster center. Different colors are very likely to 
be incorporated into one cluster, because the similarities are 
determined based on their proximity to the cluster center. 
Different colors will be identified as the same color, because 
they are in the same cluster. The clustering results are 
believed to be very helpful in the process of color-based 
image segmentation. 
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