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Abstract 

 

Latent Dirichlet Allocation is a topic-based feature extraction method that uses 

reasoning to find semantic relationship in corpus. Although Latent Dirichlet 

Allocation is very powerful in handling very large data sets, but it has a very high 

complexity along with increasing number of document to reach convergence. 

Latent Dirichlet Allocation generates probability for all topics in a document, 

which it contains uncertainty, so its relationship with number of iterations needs 

to be analyzed. In this paper, Latent Dirichlet Allocation modified by adding 

fuzzy logic in Gibbs sampling inference algorithm. Its purpose is to analyze the 

effect of fuzzy logic in handling uncertainty of the occurrence all topics in a 

document that affect number of iteration in reasoning. Fuzzy-Gibbs Latent 

Dirichlet Allocation algorithm is implemented on text data of Indonesian 

documents. Testing performed on three different sizes of data to determine the 

effect of the number of document to the number of iteration. The algorithm 
performance was also measured using Perplexity, Precision, Recall and F-Measure. 
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The test results show that Fuzzy-Gibbs Latent Dirichlet Allocation algorithm can 

reach convergence in a fewer iteration and has a better performance compared to 

Gibbs Sampling Latent Dirichlet Allocation algorithm. 

 

Keywords: latent Dirichlet allocation, fuzzy logic, Gibbs sampling, Indonesian 

documents 

 

 

1 Introduction 
 

Digital document storage in very large quantities and increasing all the time 

requires an automatic method that allows users to find information. The effective 

method is clustering the documents by its category. To determine the category of 

a document, it needs to extract the unique features contained in the document. The 

results of feature extraction are processed to determine the category of document 

so that similar documents can be collected in a cluster. Therefore, the method of 

extracting features plays an important role in generating cluster of documents. 

Feature extraction method that has been widely discussed in study is Term 

Frequency-Inverse Document Frequency (TF-IDF) [7, 16, 19, 23, 27, 30]. On TF 

IDF, the number of occurrences of each word in a document was used as unique 

features. For example, user was typing the query about "darah (blood)"; the result 

that appears is all documents that contain the word "darah" with the highest 

frequency. However, in the field of linguistic, there are known the term of 

synonym and polysemy. Synonym refers to different words but have the same 

meaning, while polysemy refers to a word that has more than one meaning. As in 

the previous example, the word “darah" in the sentence "Pria itu kehilangan 

banyak darah (He lost a lot of blood)" which means "fluids in the human body". 

But, it has a different meaning in the sentence "Pria itu naik darah (He is angry)," 

which means "confirmed the sentence". The weakness of TF-IDF was not able to 

handle synonyms and polysemy. Moreover, TF-IDF was not able to find a 

connection structure of inter or intra-document [2]. Synonyms and polysemy has 

changed the feature extraction mechanism not only emphasizes the number of 

occurrences of words in the document, but more emphasis on the meaning of 

words contained in the document. This feature extraction mechanism appears in 

the method of topic models such as Latent Semantic Indexing (LSI), probabilistic 

Latent Semantic Indexing (pLSI) and Latent Dirichlet Allocation (LDA). LSI has 

been widely discussed in study [8, 11, 29]. pLSI is an enhancement of LSI which 

able to model every word as a representation of some topics that could overcome 

the problem of synonyms and polysemy [4, 14, 18, 31]. However, modeling 

which was done by pLSI only at document level. This leads to inability pLSI 

handle changes in the number of parameters in line with changes in the size of the 

corpus and the determination of the probability of documents outside the training 

document. LDA was developed to address the problem of pLSI, which works at 

the level of words, documents and corpus, so that it can capture the changes that 

occur to the words and documents [2]. 
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LDA works with two mechanisms of reasoning and implementation. 

Reasoning performed to determine the distribution of words and documents on the 

topic, while the implementation uses reasoning results for the next retrieval 

requirements. There are several methods of reasoning used for the LDA in some 

studies, but widely used method is the Gibbs sampling [6, 15, 17]. Some studies 

have been done to improve the LDA performance by modifying LDA [1, 5, 10, 8]. 

The principle of reasoning in LDA is a repetition process of sampling the topic to 

reach convergence. Although LDA is very powerful in handling very large data 

sets, but this method has a very high complexity along with increasing number of 

document [13, 20, 22]. It is related with number of iteration performed in the 

reasoning to reach convergence. In addition, LDA generates proportion of 

occurrence for all topics in a document. This indicates that every document in 

corpus can be referring to all topics with different probabilities. In other words, 

each document has uncertainty about the topic. In the science of artificial 

intelligence, the uncertainty can be handled by either using fuzzy logic. Therefore, 

fuzzy logic can be added in the LDA method for improving the performance of 

LDA [3, 25]. However, the addition of these methods need to consider whether 

affecting the number of iteration or condition converging of LDA, because the 

increasing number of iterations will increase the computation time and computing 

resources of LDA. 

In this paper, LDA modified by adding the concept of fuzzy logic in Gibbs 

Sampling inference algorithm. Its purpose is to analyze the effect of fuzzy logic in 

handling uncertainty of the occurrence all topics in a document that affect the 

number of iteration in the reasoning. Fuzzy-Gibbs Latent Dirichlet Allocation 

(FGLDA) algorithm is implemented on text data of Indonesian documents. At 

first, pre-processing performed on text data including tokenization, filtering, 

stemming and re-filtering which generates a large collection of words. Then, this 

algorithm uses number of occurrences of each word as an initial value in the 

reasoning. Testing performed on three different sizes of data. The algorithm 

performance was measured using the metric evaluation of Perplexity, Precision, 

Recall and F-Measure. The remainder of this paper is structured as follows. 

Section II describes research reviews that related to the proposed method. Section 

III describes the proposed work of FGLDA algorithm for Indonesian documents. 

Section IV shows simulation work and analysis of FGLDA algorithm for 

Indonesian documents.  Section V presents conclusion with suggestions for 

future works. 

 

2 Related Works 
 

The study of LDA as topic-based feature extraction method has introduced by 

Blei [2]. LDA was developed to deal with the weaknesses of the LSI; LSI works 

only on two levels (documents and words), while the LDA works on three levels 

(corpus, documents, and words). LDA generates distribution of the entire topic on 

each document with different proportions. This is accordance with the reality that 
a document not only leads to one topic only, but may lead to many topics. The study 
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was used the variational inference reasoning methods to generate the probability 

of the entire topic in a document. 

Chien and Chueh have used the LDA to develop hierarchical model 

segmentation, where the heterogeneous topic information in stream level and the 

word variations in document level are characterized [6]. The topic similarity 

between sentences is used to form a beta distribution reflecting the prior 

knowledge of document boundaries in a text stream. The method was used 

Markov chain to detect the stylistic segments within a document. Each segment is 

represented by a Markov state, and so the word variations within a document are 

compensated. The estimation problem was solved by applying the Gibbs sampling 

method. The whole model is trained by a variational Bayesian EM procedure. 

Lau, Xia and Ye have improved the LDA to develop a novel weakly 

supervised cybercriminal network mining method to facilitate cybercrime 

forensics using Gibbs sampling algorithm [15]. The experimental results reveal 

that the proposed method significantly outperforms the Latent Dirichlet 

Allocation (LDA) and the Support Vector Machine (SVM) based method. It also 

achieves comparable performance as the state-of-the-art Partially Labeled 

Dirichlet Allocation (PLDA) Method. 

Li, Zhou, Sun and Zhang have designed the Weibo sentiment analysis based 

on LDA and Dependency Parsing [17]. A Gibbs sampling was used for inference 

and categorize emotion tendency automatically with the computer. In accordance 

with the lower ratio of recall for emotion expression extraction in Weibo, was 

used dependency parsing, divided into two categories with subject and object, and 

then, summarized six kinds of dependency models from evaluating objects and 

emotion words. The study proposed that a merge algorithm for evaluating objects 

can be accurately evaluated by participating in a public bakeoff and in the shared 

tasks among the best methods in the sub-task of emotion expression extraction. 

Hitler and Newman have modified the Approximate Distributed LDA, or 

AD-LDA, to track an error bound on performance [13]. The method was proposed 

the parallel Gibbs sampler for LDA which enables to measure the fidelity aspect 

of tradeoff in terms of performance guarantees. The method upper bound the 

probability of making a sampling error at each step of the algorithm (compared to 

a sequential Gibbs sampler). The method shows empirically that the bound is 

sufficiently tight to give a meaningful and intuitive measure of approximation 

error in AD-LDA, allowing the user to track the tradeoff between accuracy and 

efficiency while executing in parallel. 

Luo, Zhang, Ye, Wang and Cai have developed a representation model of text 

knowledge; model of power series representation (PSR); which has a low 

complex computation in text knowledge constructing process [20]. This method 

was proposed to leverage the contradiction between carrying rich knowledge and 

automatic construction. This method developed concept algebra of human concept 

learning to represent text knowledge as the form of power series, and a degree-2 

power series hypothesis-based reasoning operations. The experiments and 

comparisons show that the method has better characteristics than LDA, vector 

space model and web ontology language. 
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Morchid, Bouallegue, Dufour, Linares, Matrouf, and Mori have proposed a 

method for categorization system based on a two-step process that expand the 

representation space by using a set of topic spaces and, then compact the 

representation space by removing poorly relevant dimensions [22]. This method 

was based on multi-view LDA-based representation spaces and factor-analysis 

models. The proposed categorization system reaches accuracy with a significant 

gain compared to the baseline method (best single topic space configuration). 

Cau and Liu have proposed a novel type-2 fuzzy topic models (T2 FTM) to 

recognize human actions. This method use a type-2 fuzzy sets (T2 FS) to encode 

the higher-order uncertainty of each topic [3]. The primary membership function 

(MF) was used to measure the degree of uncertainty that a document or a visual 

word belongs to a specific action topic, and the secondary MF was used to 

evaluate the fuzziness of the primary MF itself. The method implements a two T2 

FTM: 1) interval T2 FTM (IT2 FTM) with all secondary grades equal one; and 2) 

vertical-slice T2 FTM (VT2 FTM) with unequal secondary grades. Experiments 

on human action data sets demonstrate that T2 FTM performs better than other 

state-of the-art topic models for human action recognition. 

 

Qi, Wu, Du and Su have developed the clustering method and topic model to 

extract latent driving states, which can elaborate and analyses the commonness 

and individuality of driving behavior characteristics with the longitudinal driving 

behavior data collected by the instrumented vehicle [25]. For describing the 

driving behavior comprehensively, the methods propose the driving state as the 

subordinate unit of the driving style. The method develop the ensemble clustering 

method (ECM) based on the kernel fuzzy C-means algorithm (KFCM) for 

obtaining required data dimensional reduction and designed the modified LDA 

model for driving state mining and analysis. Leveraging longitudinal driving 

behavior data, the proposed model can achieve the better understanding of the 

commonness and individuality of driving behaviors with objective and 

comprehensive analysis. 

 

Based on some related work described above, there is no study that analyzes 

the effect of fuzzy logic in handling uncertainty of the occurrence all topics in a 

document to the number of iteration in the reasoning, which will be described in 

this paper.  

 

3 Research Method 
 

A corpus consists of a set of documents with many topics. In each document, 

there is a set of words; each word can refer to a particular topic. It means a 

document does not only refer to a particular topic, but can refer to more than one 

topic with different percentages. Topics and its percentage value will be the 

features for each document. Therefore, the topic model of LDA is very 

appropriate to perform this feature extraction. In this paper, the reasoning process 

of LDA uses Gibbs sampling algorithms. The addition of fuzzy logic is performed  
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on Gibbs Sampling reasoning process. This research consists of several phases, 

such as data acquisition, pre-processing of data, feature extraction of FGLDA, and 

evaluation, as in Figure 1. 
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Figure 1. Research Design 

 

 

3.1 Data Acquisition 

 

In this paper, the data means "text of documents". Documents in this research 

are digital news which was acquired from Indonesian online news media. The 

number of documents collected was 1600 document, which is divided into three 

training groups of 100 documents, 500 documents and 1,000 documents.  
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The purpose of grouping the amount of data is to determine the effect of the 

number of documents to the number of iterations in the process of reasoning. 

Then, the digital news is stored in text files. 

 

3.2 Pre-processing of Data 

 

Some of words in text of news file have not meaningful for determining the 

value of a feature. Therefore, it is required to process the text before using it in the 

process of feature extraction. The process consists of several phases such as 

tokenization, filtering, stemming, and re-filtering. 

 

Tokenization is used to decompose the text into the smallest unit which called 

“word” or “term”. All the letters in the text is converted to lowercase. At this 

stage is also performed the process of removing punctuation, symbols or numbers 

that are not needed in the next process. 

Filtering is a process to remove stop words such as prepositions, conjunctions, 

and words that are not meaningful. At the previous research, had been produced a 

list of 906 stop words that used in this research [24]. 

 

Stemming is a process to find the root of each word, in other word, to find 

basic word. For Indonesian language, stemming has done by removing prefixes 

and suffixes. This process requires a dictionary of basic word and rules for 

prefixes-suffixes. At the previous research, had been produced a list of 30.342 

basic words and five rules of prefixes and suffixes that used in this research [24]. 

Some of the basic words are generated by stemming included in the stop 

words list. Therefore, re-filtering process is required to remove those words from 

the pre-processing result. The results of re-filtering are the final result of the 

pre-processing stage which is a set of meaningful word for the process of feature 

extraction. 

 

3.3 Feature Extraction of FGLDA 

 

FGLDA algorithm consists of the initialization process, the burn-in process, 

the sampling process and the process of reading out final parameter, as in Figure 2 

[12]. 

 

In the initialization process, FGLDA algorithm begins with the reading of a 

set of words from the result of re-filtering. Then, the algorithm calculated the 

number of occurrences each word on each document (term frequency - TF). The 

algorithm also makes fuzzy output curve based on the number of topics were set 

during the inference, as in Figure 3. 
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Fig. 2. FGLDA Algorithm 

 

 

 

 

 

 

#inizialisation 

create the value of fuzzy output curve 

for all documents m do 

for all words n do 

count the value of term-frequency 

sampling topic index z0 

increment the number of document-topic (nmk) 

increment the number of topic-word (nkw) 

increment the sum of nmk (sumnmk) 

increment the sum of nkw  (sumnkw) 

end for 

end for 

#FGLDA sampling over burn-in period and sampling period 

while not convergence 

for all documents m do 

for all words n do 

for all topics k do 

decrement the value of nmk 

decrement the value of nkw 

count the new value zi 

normalized zi with fuzzy logic (see Fig. 4) 

sampling new topic zi 

increment the value of nmk 

increment the value of nkw 

end for 

end for 

end for 

count the value of convergence 

end while 

#reading out final parameter 

for all documents do 

for all words do 

count the value of parameter  

count the value of parameter  

end for 

end for 
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Fig. 3. Fuzzy Curve for Topic-k 

 

 

In this paper, the number of topics is set to 10 topics. In the LDA algorithm, 

there is no initial value is assigned to each word in the document, thus making 

each word has uncertainty value. To overcome this problem, in this research, TF 

value becomes the initial value for each word in the document (zo). Based on this 

initial value, the process of determining the topics of each word is done randomly 

by using a multinomial random number, as in (1) [9]. 

 

𝑝(�⃗� |𝑝 ) = ∏ 𝑝𝑘
𝑛(𝑘)𝐾

𝑘=1 = 𝑀𝑢𝑙𝑡(�⃗� |𝑝 , 1)           (1) 

 

At the end of the initialization process, was done the process of calculating the 

number of each topic in the document (number of document topic-nmk) and the 

number of each word in the topic (number of topic word-nkw) that will used in the 

process of burn-in and sampling the topic. The total value of all nmk also 

calculated as sumnmk and the total value of all nkw as a sumnkw. The value of 

sumnkm and sumnkw used to subtract and add the value of nmk and nkw in any 

change of topic that occur on each word. 

The process of burn-in and sampling the topic performed on several iterations 

to achieve the conditions of convergence. In this research, the convergence 

condition declared as the division between the values of the parameter α to β, as in 

(2). The value of α to β in LDA is a parameter on the level of corpus [2]. The 

value of α determine the mixing proportion of documents on the topics, while the  
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value of β determines the mixture components of words on the topics [12]. 

Therefore, the use of these values to achieve convergence is able to represent the 

model of topic mixture at the level of corpus, document and word, in accordance 

with the principles of LDA. The division operator used to reduce the threshold 

value to achieve convergence, so that the achieved results have a maximum 

evaluation value. At any iteration of inference, the process of calculating new 

value (zi) performed for each word in each document, based on the value of nmk, 

nkw, α and β, as in (3) [12]. Furthermore, fuzzy logic process is carried out on a 

new value zi. The value znew of fuzzy logic process became a new probability 

value for each word in each document for its iteration, as in Figure 4. The value 

znew used to determine the new topic of each word, which is done randomly by 

using a multinomial random number. This process is performed continuously until 

it reaches the convergence condition. 
 

‖∑ 𝑧𝑖
𝑁
𝑛=1 − ∑ 𝑧𝑖−1

𝑁
𝑛=1 ‖ ≤

𝛼

𝛽
             (2) 

 

𝑝(𝑧𝑖 = 𝑘|𝑧 ¬𝑖 , �⃗⃗�  ) =  
𝑛𝑘,¬𝑖

(𝑡)
+ 𝛽

∑ 𝑛𝑘,¬𝑖
(𝑡)

+𝑊 𝛽𝑉
𝑡=1

𝑛𝑚,¬𝑖
(𝑘)

+ 𝛼

∑ 𝑛𝑚,¬𝑖
𝑘 +𝐾 𝛼𝐾

𝑘=1

        (3) 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Fig. 4. Fuzzy Algorithm to Normalize zi 

 

The last process of the FGLDA algorithm is reading out final parameter. In 

this process, this algorithm calculates the number of documents for each topic () 

and the number of words for each topic (), as in (4) and (5) [12].  

#fuzzification 

count the degree of membership for zi in fuzzy curve 

#implication 

for all fuzzy curve do 

countα-predicate 

for all topics k do 

count the value of implication impi based on the value of fuzzy 

output curve and α-predicate 

end for 

end for 

#defuzzification 

for all fuzzy output curve do 

for all topics k do 

 count z based on the value of impi and α-predicate 

count the sum of z 

end for 

end for 

count znew as division between z and sum of z 
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These values will be used for subsequent retrieval process. In this paper, these 

values are used to measure the performance of FGLDA algorithm. 
 

𝝋𝒌,𝒕 =
𝒏𝒌

(𝒕)
+ 𝜷

∑ 𝒏𝒌
(𝒕)

+𝜷𝑽
𝒕=𝟏

                  (4) 

 

 

𝜗𝑚,𝑘 =
𝑛𝑚

(𝑘)
+ 𝛼

∑ 𝑛𝑚
(𝑘)

+𝛼𝐾
𝑘=1

              (5) 

 

 

3.4 Evaluation of FGLDA 

 

As mentioned previously, the purpose of this research is to analyze the effect 

of fuzzy logic in handling uncertainty of the occurrence all topics in a document 

that affect the number of iteration in the reasoning. Therefore, the last phase of 

this research is measuring the performance of the FGLDA algorithm. Based on its 

purpose, performance measurement conducted on the number of iterations 

produced at the stage of the reasoning for the three types of different amounts of 

data. This measurement will indicate two results: (1) Performance of FGLDA 

algorithm compare with LDA algorithm; (2) Effect of FGLDA algorithm 

performance towards number of documents. 

Perplexity is a measurement of the model's ability to generalize the unseen 

data using the formula as in (6) and (7) [2, 12]. The smaller value of perplexity 

indicates the better performance of the algorithm. Variable 𝑁𝑚
𝑡   refers to the 

number of occurrences of the word t in document m. 
 

𝑷(�̃�|𝑴) = 𝐞𝐱𝐩 −
∑ 𝐥𝐨𝐠𝒑(�⃗⃗⃗� 𝒎|𝑴)𝑴

𝒎=𝟏

∑ 𝑵𝒎
𝑴
𝒎=𝟏

           (6) 

 

𝐥𝐨𝐠 𝒑(�⃗⃗⃗� 𝒎|𝑴) = ∑ 𝑵𝒎
𝒕𝑽

𝒕=𝟏 𝐥𝐨𝐠 (∑ 𝝋𝒌,𝒕
𝑲
𝒌=𝟏  . 𝝑𝒎,𝒌)         (7) 

 

Precision (P) is the fraction of retrieved documents that are relevant, as in (8); 

Recall (R) is the fraction of relevant documents that are retrieved, as in (9); and 

F-Measure (F) is the weighted harmonic mean of precision and recall, as in (10) 

[21]. 

 

𝑷(𝒓𝒆𝒍𝒆𝒗𝒂𝒏𝒕|𝒓𝒆𝒕𝒓𝒊𝒆𝒗𝒆𝒅) =
#(𝒓𝒆𝒍𝒆𝒗𝒂𝒏𝒕 𝒊𝒕𝒆𝒎𝒔 𝒓𝒆𝒕𝒓𝒊𝒆𝒗𝒆𝒅)

#(𝒓𝒆𝒕𝒓𝒊𝒆𝒗𝒆𝒅 𝒊𝒕𝒆𝒎𝒔)         (8) 

 

𝑹(𝒓𝒆𝒕𝒓𝒊𝒆𝒗𝒆𝒅|𝒓𝒆𝒍𝒆𝒗𝒂𝒏𝒕) =
#(𝒓𝒆𝒍𝒆𝒗𝒂𝒏𝒕 𝒊𝒕𝒆𝒎𝒔 𝒓𝒆𝒕𝒓𝒊𝒆𝒗𝒆𝒅)

#(𝒓𝒆𝒍𝒆𝒗𝒂𝒏𝒕 𝒊𝒕𝒆𝒎𝒔)         (9) 

 

  𝑭 =
𝟐𝑷𝑹

𝑷+𝑹
              (10) 
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4 Experiment Result and Analysis 
 

4.1 Experiment Result 

 

In this research, experiments were performed on online news data with three 

groups of the number of documents, such as 100, 500, and 1000 documents. This 

group is used to determine the performance of FGLDA algorithm compared with 

LDA algorithm, and the effect of FGLDA algorithm performance towards the 

number of documents. The numbers of topic that are used in this research are 10 

topics. The constant value for parameter β used in this research is 0.01, and the 

parameter α is 50/K, where K is the number of topics [12, 26]. This performance 

of two algorithms is represented in graphs, where the x-axis stands for the number 

of documents and the y-axis represents the probability of each topic, as in Figure 5. 

The curve of convergence for the reasoning is achieved by the two algorithms as 

in Figure 6. The performance of two algorithms for the results of feature 

extraction, which was described in metric of Perplexity, Precision, Recall and 

F-Measure, as in Table 1, 2, and 3. 

 

4.2 Analysis of Results 

 

Results of experiments for FGLDA algorithm compared with LDA algorithm 

is represented in graph based on the number of documents processed. 

The analysis of graphs in Figure 5 which refers to 100 documents, 500 

documents and 1,000 documents represents that: 

 

1) LDA algorithm generates probability value that does not distributed to the 

whole document, in which the graph shows that there are many documents with 

probability values is tend to be equal, tends to be high, even tend to be very high. 

2) FGLDA algorithm generates a probability value tend to be distributed to the 

whole document, in which the graph shows that there are only a few documents 

with probability values tend to be equal and very high, and there are several 

documents with a probability value tends to be low and high. 

 

Thus, it can be concluded that FGLDA algorithm is capable of generating the 

probability distribution of all the topics in every document better than the LDA 

algorithm. This is in accordance with the principle of LDA that is resulted in the 

distribution of topics with the different percentage in every document. 
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(a) 

 

(b) 

 

 

(c) 

Figure 5. Topics Probability for (a) 100 Documents, (b) 500 Documents,  

(c) 1000 Documents 
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Table 1. Performance of Algorithm for 100 Documents 

 

Method Number of Iteration Perplexity Precision Recall F-Measure 

LDA 10 0.1273 0.8690 0.7892 0.7770 

FGLDA 2 0.1274 0.8975 0.8459 0.8387 

 

Table 2. Performance of Algorithm for 500 Documents 

 

Method Number of Iteration Perplexity Precision Recall F-Measure 

LDA 7 0.0589 0.8560 0.7756 0.7592 

FGLDA 2 0.0590 0.8983 0.8490 0.8432 

 

(a) 

 

 
(b) 

 

Figure 6. The curve of convergence for (a) LDA, (b) FGLDA  
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Table 3. Performance of Algorithm for 1000 Documents 

 

Method Number of Iteration Perplexity Precision Recall F-Measure 

LDA 9 0.0376 0.8537 0.7697 0.7533 

FGLDA 2 0.0376 0.8975 0.8486 0.8420 

 

 

The analysis of Figure 6 which refers to 100 documents, 500 documents and 

1,000 documents represents that FGLDA algorithm can reach convergence faster 

than LDA algorithm, which was indicated by the number of iteration. 

The analysis of Table 1, 2, and 3 which refers to 100 documents, 500 

documents and 1,000 documents, represents that: 

1) LDA algorithm produces the number of iterations that is much greater than 

the FGLDA algorithm, indicates FGLDA algorithm have a better performance 

than LDA algorithm. 

2) The number of documents does not affect the number of iterations is 

generated by  FGLDA algorithm, while in LDA algorithm, the number of 

documents is affecting the number of iterations required in the process of 

reasoning. 

3) Perplexity value between LDA and FGLDA algorithm is very small, 

indicating the two algorithms have the same performance in generalizing about 

unseen data. 

4) The value of Precision, Recall and F-Measure for algorithms FGLDA is 

better than LDA algorithm, indicates FGLDA algorithm is more capable to 

retrieve the relevant documents. 

Thus, it can be concluded that FGLDA algorithm has better performance than 

the LDA algorithm, based on the number of iterations, Perplexity, Precision, 

Recall and F-Measure. 

 

5 Conclusions 
 

FGLDA algorithm in this paper is a development of LDA algorithms, by 

adding the fuzzy logic in reasoning methods of Gibbs Sampling, to analyze the 

effect of fuzzy logic in handling uncertainty of the occurrence all topics in a 

document that affect the number of iteration in the reasoning. FGLDA algorithm 

is implemented on text data of Indonesian online news. The results of experiments 

on 100, 500, and 1000 documents, with a number of topics K = 10, the value of 

the parameter β = 0.01, and the value of the parameter α = 50/K, indicate that 

FGLDA algorithm has better performance than the LDA algorithm, based on the 

number of iterations, Perplexity, Precision, Recall and F-Measure. FGLDA 

algorithm is capable of generating the probability distribution of all the topics in 

every document better than the LDA algorithm. FGLDA algorithm produces the 

number of iterations that is much smaller than the LDA algorithm. The number of 

documents does not affect the number of iterations is generated by FGLDA algo- 



418                                         Putu Manik Prihatini et al. 

 

 

rithm. The value of Precision, Recall and F-Measure for algorithms FGLDA is 

better than LDA algorithm. Therefore, the FGLDA algorithm expected to be a 

better feature extraction method in modeling of topics with the capability of 

achieving faster convergence, thus saving of time and the use of computing 

resources for a very large number of documents. 

In future work, this research will be developed to improve the application of 

fuzzy logic on LDA algorithm; so that it can achieve the performance value is 

much better than the results obtained in this paper. 
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